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Abstract—The optic nerve head (ONH) is a sphere area with
light-colored on the fundus image. It needs to be observed by an
ophthalmologist to detect glaucoma. Glaucoma is an eye disease
that may cause permanent blindness. It can be detected based
on the cup-to-disk ratio (CDR) value. This value is generated by
calculating the diameter length of the ONH. In order to perform
these calculations, it is necessary to segment the ONH area. This
study aims to develop an ONH area segmentation method that
consists of four main processes: detection of the region of interest
(ROI), pre-processing, segmentation and post-processing. ROI
detection is implemented in the green channel using the OTSU
method, followed by pre-processing using the median filtering,
which aims to discard the blood vessel. Furthermore, K-Means is
applied to the segmentation process, followed by post-processing
using several morphological operations to remove the appearance
noise. This method successfully achieves the F1score value of
0.941 with test data of 68 images.

Index Terms—Segmentation, blood vessels removal, median
filter, clustering, K-Means

I. INTRODUCTION

The optic nerve head (ONH) is an elliptical light-colored
area in the fundus image. In addition, other parts on the fundus
image that can be observed are blood vessel, cup, and retinal
nerve fiber layer (RNFL). Blood vessels are reddish-colored
parts that are placed in the outer and inner areas of the ONH.
Meanwhile, the cup is a spherical area located inside the ONH.
It has a lighter color than ONH. Furthermore, the RNFL is
the part that looks like a white streak outside the ONH. An
example of the fundus image structure is shown in Fig. 1.

Fundus images are used by ophthalmologists to diagnose
diseases, one of which is glaucoma. Glaucoma is the sec-
ond leading and incurable disease causing blindness in the
world [1]. This disease was detected based on the value of
the cup-to-disc ratio (CDR) and the thickness of the RNFL.

Fig. 1. The structure of a fundus image

In normal eyes, the CDR value is ±0.3 which is obtained
from the calculation of the vertical diameter value of the
cup and disc (refer to ONH). Meanwhile, in normal eyes,
the RNFL tends to be thick and clearly visible in the entire
area outside the ONH. Moreover, the blood vessels tend to
be covered by RNFL [2]. Actually, the calculation of the
CDR value and the thickness detection of the RNFL can be
done manually by ophthalmologists. Still, the results become
subjective because psychological conditions influence them,
especially if the observations are deal with large amounts of
data. In order to overcome this case, several studies related
to calculating the CDR value [3]–[6], detection of thickness
RNFL [7]–[11], peripapillary atrophy detection [12], and glau-
coma detection [13]–[16] have been developed. Those works

978-1-6654-4059-2/21/$31.00 ©2021 IEEE 118

13th International Conference on Information & Communication Technology and System (ICTS) 2021
20

21
 1

3t
h 

In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 In

fo
rm

at
io

n 
&

 C
om

m
un

ic
at

io
n 

Te
ch

no
lo

gy
 a

nd
 S

ys
te

m
 (I

CT
S)

 |
 9

78
-1

-6
65

4-
40

59
-2

/2
1/

$3
1.

00
 ©

20
21

 IE
EE

 |
 D

O
I: 

10
.1

10
9/

IC
TS

52
70

1.
20

21
.9

60
88

54

Authorized licensed use limited to: UNIVERSITAS GADJAH MADA. Downloaded on September 17,2022 at 14:55:44 UTC from IEEE Xplore.  Restrictions apply. 



required the ONH segmentation process. In calculating the
CDR value, ONH segmentation is needed to produce the
vertical diameter value. Meanwhile, in RNFL detection, the
ONH area needs to be discarded because the presence of the
RNFL is outside it. Therefore, the ONH segmentation process
must be applied.

In previous studies, to obtain optimal ONH segmentation
results in fundus images, a blood vessel removal process was
needed. This process aims to remove the blood vessel area,
hence the ONH boundaries are more clearly visible. Several
blood vessel removal methods have been implemented i.e.
clustering [17], [18], curve-fitting technique [19], Gaussian
filter [20] and Sparse-Based inpainting [21]. The ONH area
was easier to distinguish from the background by implement-
ing the segmentation method in a certain channel of color
space such as red [5], [22] and green [23]. The study of
ONH segmentation is still being developed. There are several
methods that have been used, including thresholding [24]–
[26], active contour [27], [28], hough transform [29], [30],
wavelet [31], region growing [19], clustering [23].

The contribution of this study is in developing the ONH
segmentation method. It was applied in the red color space by
implementing median filtering combined with clustering with
the K-Means algorithm. This method is robust against the local
dataset used and can produce high segmentation accuracy.

II. MATERIALS AND METHODS

The local dataset used in this study was provided by Dr.
YAP Eye Hospital in Yogyakarta, Indonesia. Nikon N150 dig-
ital camera combined with a 30◦ FOV Carl Zeiss AG fundus
camera acquired 68 retinal fundus images. Those images are
saved in JPEG format with a resolution of 2240×1488 pixels.
As a need for the performance evaluation of the proposed
method, ophthalmologists with experience of 10 years will
make a ground truth. The first row in Fig. 2 shows the
examples of fundus image from the local dataset, and the
second row presents the ground truths. In the evaluation
process, the ground truths convert into a binary image.

This study aims to determine the area of ONH and back-
ground. The input is a fundus image, while the output is an im-
age that is only the ONH area. The proposed method consists
of four main processes: 1) region of interest (ROI) detection, 2)
pre-processing, 3) segmentation, and 4) post-processing. The
evaluation process is carried out to test the performance of the
proposed method based on the segmentation result area. The
overview of the stages of the process of the proposed method
is illustrated in Fig. 3.

A. ROI detection

The process of ROI detection aims to produce a sub-image
(called the ROI image), focusing on the ONH area. Therefore,
it can reduce the computation time at the following stage.
This process begins with finding the ONH center by applying
thresholding using the Otsu method, with the threshold value is
1/5 of the highest intensity value. Thresholding is implemented
in the green channel because the cup area has the highest

Fig. 2. The examples of fundus image and the ground truths

intensity value, which is located in the ONH. This channel
makes the cup area more clearly distinguished from other
objects [22]. Afterward, the estimated area of ONH was set
based on the result of the thresholding. Since the ONH location
and the distribution of intensity values on the fundus image
vary, the dimension of the ROI image formed varies.

B. Pre-processing

In this work, pre-processing aims to eliminate the presence
of blood vessels covering the area or boundary of the ONH.
This causes the ONH area can be detected as a background or
vice versa. This process initiated by converting the ROI image
in RGB color space to a grayscale image followed by applying
median filtering to reduce the appearance of a blood vessel as
in [32]. Based on experiments, the use of a 3×3 kernel in
the median filtering makes the appearance of the blood vessel
more subtle. The examples of ROI images and the results of
applying median filtering are shown in Fig. 4 on the first and
second columns, respectively.

C. Segmentation

The segmentation process is aimed to distinguish the image
into two parts: the ONH area and background. In this study,
backgrounds are all other objects outside the ONH area.
Segmentation is applied using the K-Means clustering method.
It is used because successfully implemented in several studies
with medical image data [33]–[35]. The number of clusters
(K) = 2 is based on the aim of this process. The algorithm of
K-Means defined as follow [35] with:
• Step 1: Initialize cluster centroids (Ci) with the number

of k random samples.
• Step 2: Assign each data (xi) to the nearest cluster center

N data X(x1, x2, . . . , xn) classified by K-means into K
clusters using the distance function defined as follow (1):

Distance =
k∑

i=1

n∑
j=1

xij − C2
i (1)

• Step 3: Step 3: Update each cluster center by recalculating
Ci, which is defined as follows(2):

Ci =
1

Ni

∑
x∈xi

x, i = 1, 2, ..., k (2)
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Fig. 3. The main process of the proposed methods

Fig. 4. The resulting images of each process: ROI detection, pre-processing,
segmentation, and post-processing

where Ni is the number of elements in the ith cluster.
• Step 4: Repeat steps 2 and 3 until the value of Ci does

not change.

Several examples of the segmentation result using the K-
means algorithm is depicted in Fig. 4 of the third column. The
result of segmentation shows that there is still noise outside
ONH. Generally, it occurs because the blood vessel area
and the ONH area covered by blood vessels are incorrectly
classified as background. The misclassification examples are
shown in Fig. 4 (see the third column and row).

D. Post-processing

Post-processing is needed to overcome the misclassification
due to the occurrence of blood vessels. This process is imple-
mented using morphology operation. The operations used are
erosion, closing, and dilation. Firstly, erosion is applied by the
strel size 10, which aims to discard the noise outside the ONH
area. Furthermore, the closing was applied by the strel size 20
to close the open ONH area. Lastly, due to erosion caused the
ONH size becomes smaller; therefore, a dilation operation is
applied by the strel size 10. The result of post-processing is
shown in Fig. 4 of the fourth column.

E. Performance evaluation based on area

In this study, the performance evaluation was conducted
based on area. It is measured by calculating the overlapping
area of the white ONH pixels on the ground truth image and
the resulting image produced by the method. The performance
measures used recall, precision, and F1score were defined
as [5], [27]:

Precision =
TP

TP + FP
, (3)

Recall =
TP

TP + FN
, (4)

F1score = 2× Precision×Recall

Precision+Recall
. (5)

True positive (TP) is the number of pixels, which is the ONH
area of the ground truth image and method. Meanwhile, false
positive (FP) is the number of pixels in the method image,
which is the ONH area, but the ground truth image is the
background. In contrast, the false negative (FN) is the number
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Fig. 5. The resulting examples of performance evaluation

of pixels in the ground truth image, which is the ONH area,
but the method image is the background. The performance
calculation result of the ONH area segmentation method is
shown in Fig. 5. The first line in Fig. 5 shows the ground
truth image resulting from manual segmentation performed by
an ophthalmologist, the second line is the segmentation result
image of the applied method, and the third line shows the
value of the performance evaluation results. The performance
results lie between 0 and 1. It indicated has good performance
if recall, precision, and F1score values approach 1.

III. RESULT AND DISCUSSION

The evaluation performance in this study was carried out
using three segmentation methods and two different filtering
methods to produce the optimal result. The segmentation
process applied is the iteration method, Otsu, and K-Means,
while the filtering method applied is the mean and median.
Several test scenarios and their results are shown in Fig. 6.

Fig 6 shows that the median filtering performance is better
than the mean filtering. This is indicated by the results
of applying the median filtering together with the iteration
segmentation method, Otsu, and K-Means, achieving Fscose
values of 0.844, 0.930, and 0.941, respectively, exceeding the
results of applying the mean filtering of 0.823, 0.907, and
0.916. It is concluded that the best method is to combine K-
Means and median filtering. These two methods can produce
the highest F1score value of 0.941.

Based on the experiments conducted, there are several
insights obtained. The segmentation results that achieve a
high F1score value have a clear ONH border, in contrast to
the unclear boundaries of ONH resulting in misclassification.
Discrepancies in the acquisition process cause the unclear

Fig. 6. The performance comparison of several methods

boundaries of the ONH. Meanwhile, the appearance of the
main blood vessel covering the ONH area, especially the
edges, also caused the erroneous segmentation result.

IV. CONCLUSION

This study proposes the ONH segmentation method by
applying the median filtering and K-Means followed by mor-
phology operation to remove the noise. The performance of
this method was tested using several 68 fundus images by cal-
culating the F1score value. The performance evaluation results
show that the proposed method can achieve the F1score value
of 0.941. The segmentation misclassification occurs; hence
the process of image acquisition is not appropriate, which
causes the ONH boundaries to become unclear. In addition, the
ONH boundaries covered by the main blood vessel resulted
in misclassification due to the ONH area classified into the
background area. The erroneous that occurred in this study is
still very likely to be corrected. Development can be carried
out at the pre-processing and blood vessel removal process
stages to obtain a more significant difference between the
ONH and background areas. In addition, the segmentation
method needs to be developed to reduce the appearance of
noise.
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