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1. INTRODUCTION

Sentiment analysis is an interesting research topic because it relates to the expression of social
conditions in society, including economic, political, cultural, and technological developments. Sentiment
analysis is a data analysis technique used to identify and extract sentiments or opinions from text, such as
product reviews, tweets, or blog posts. Sentiment analysis is one of society's trending and interesting topics
[1]-[3], so some researchers are still interested in exploring various sides to find the latest novelty.

Sentiment analysis, which is part of natural language processing(NLP), has become a popular research
topic for several reasons, namely the increasing use of social media, so that more and more people are using
social media to interact with friends, family and products[4]. In the economic and business fields, sentiment
analysis can help companies understand user sentiment towards their brands and products. In the field of e-
commerce, Singh[5], Gondhi[6], and Sinnasamy[7] conducted product review research using various methods
in computer science lme able to identify customer tastes and tendencies in using various kinds of products.

In addition, research in the field of sentiment analysis i1s used to help companies find new business
opportunities or existing opportunities that have not been exploited so that companies can diversify products
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that will be beneficial for them in mzlrkg their new products. Sentiment analysis can also be used to improve
customer experience. Companies that understand customer sentiment can adapt their products or services to
meet (:uscr needs and enhance the customer experience.

Machine Learning (ML) 1s part of artificial intelligence technology whose job 1s to provide learning
on computer systems to produce models that can be used for classification, predictions and data clustering[8]—
[10]. ML is an approach often used by researchers in analyzing sentiment on social media. Various classical
methods in machine learning have been used and have proven successful in helping classify sentiment analysts
for product reviews[11], [12], service rcviem]3],[]4], reviews of places[15][16] and hoax news[17].
Machine learning methods often used include Naive Bayes, Support Vector Machine, Decision Tree, Random
Forest, and K-Nearest Neighbor.

However, the various methods used have not been able to provide maximum accuracy in classifying
sentiment unulysis."mreasou 1s that sentiment analysis requires large and varied data for good model training.
If the model is only trained on a small amount of data or limited data, then the accuracy of the model will not
be maximized. In addition, some models will rely heavily on training data, which can affect the model's
accuracy. If the training data does not represent the actual data or is not varied enough, then the model will not
be able to generalize well to data that has never been seen before.

As a solution to this problem, to achieve mzlximumﬂ:cumcy in sentiment analysis with machine
learning, a lot of high-quality training datais needed, as well as a model that can adapt well to data that changes
over time and to subjective and ambiguous language characteristics. The Deep Learning approach is widely
used to process large training data, which is expected to increase accuracy ()mmlly. However, various
methods in deep learning require expensive computational processes, especially in terms of dataset training
time anda()dcm infrastructure for managing these datasets.

K-Neam Neighbor (KNN) is a method in Machine Learning that is robustly used in various types of
research. KNN ic of the simplest and most popular machine learning algorithms for classification and
regression. Other advantages of the KNN algorithm include being simple and easy to implement because KNN
does not require a complex training process like other machine learning algorithms. In addition, KNN is
effective for high-dimensional data: K-NN is more effective than other machine learning algorithms on high-
dimensional data.

KNN has been used in various studies combined with other approaches aimed at producing more
optimal model accuracy performance, such as research conducted by Seikhi[ 18], who conducted research using
KNN to measure the accuracy of several datasets, including Wine with an accuracy reaching 94.33% with K=7
to 96.22% with K=3. on the other hand Kadry[19] succeeded in combining KNN with PSO (Particle Swarm
Optimization) which achieved an accuracy rate of 88.59%. Enriko[20]also uses KNN to predict heart disease,
which produces an accuracy of 81.9%. Various studies that have been carried out using KNN try to hybridize
several approaches to achieve amaximum level of accuracy, one of which is the hyperparameter tuning method.

Hyperparameter tuning, also known as hyperparameter optimization, refers mzlecling the best values
for the hyperparameters of a machine-learning model. It systematically explores different combinations of
hyperparameter values to find the optimal configuration that yields the best performance for a specific task or
problem. The hyperparameter tuning approach is also applied to the KNN algorithm, including in research
conducted by Wazirali[21] in network security on the topic of intrusion detection. The hyperparameter cross-
validation model produces a model accuracy rate of 98.87%. In the health sector, Ambesange[22] used the
KNN with the hyperparameter technique in detecting liver disease using the Indian Liver Patients dataset, this
approach has succeeded in producing an accuracy rate of up to 93%.

In the research that has been done, KNN produces less than optimal accuracy performance with an
accuracy below 90%. This study proposes an approach to improve the KNN megd by using the
hyperparameter tuning technique on the Twitter Sentiment Multi-Lingual dataset so that it will produce a high
level of accuracy. Setting hyperparameters in the k-NN algorithm requires experimentation and a good
understanding of data characteristics. Through iteration and validation, the optimal hyperparameter
combination can be found for the goal to be achieved with the k-NN algorithm.

In this work the writing of the pupem divided into several parts, namely the introduction which
contains the background to the problem, the state of the art and the proposed method. The next section is
Method which discusses the methods used in this resezlrn and the proposed method. Next is the Research
Results and Discussion which describe the results of the research that has been carried out and comparisons
alh several similar studies. The last section is the conclusion which discusses the conclusions resulting from
the research and future research that will be carried out.

2. METHOD
Research methods are used in science to obtain data, gather information, analyze phenomena, and test
hypotheses. Using the Machine Learning approach as a research method, researchers can leverage powerful
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computing capabilities to process data, identify complex patterns, predict future behavior, and generate
valuable insi in various research fields. Research on multilingual Twitter sentiment analysis was carried
out using the research stages, which can be seen in Figure 1 as follows:

Data Training
Preprocessing Hyperparameter > MODEL
T Tuning KINN
L
Dataset
A Data Testing
Preprocessing » Hyperparameter Prediction
Tuning KNN J i
Evaluation
Figure 1. Proposed Method
2.1. Data Collection

This stage 1s the first step in research on machine learning. Dataset collection gathers relevant and
representative data from various sources for analysis or research purposes. According to Taherdoost[23], data
collection is useful for gaining insight into research topics. Datasets can consist of numeric, text, or image data
and can be collected through various means, such as surveys, interviews, observations, or experiments. In this
m]y. the Twitter Sentiment Analysis dataset was taken from the site
https://www kaggle com/datasets/jp797498e/t witter-entity-sentiment-analisis.

The Twitter Sentiment Analysis dataset consists of 2 files, namely twitter_training.csv, which is the
dataset used to conduct model training which consists of 74,139 rows of data, and twitter_validation.csv, which
15 the dataset to validate the resulting model, which consists of 1757 data. This dataset consists of five features:
row no,att] att2 att3, and att4 with att2, a class containing positive, negative, and neutral sentiments.

22. Preprocessing

Data preprocessing 1s a crucial step that must be camied out in research[24]. Data preprocessing is a
series of steps performed on the dataset before analysis or modeling. The purpose of dataset preprocessing is
to clean, modify, and prepare the dataset so that it is ready for analysis or modeling. This study uses some
preprocessing activities. Some of the preprocessing stages carried out are:

2.2.1 Remove Duplicates

This feature is used to delete the same data. Initially, there were 74,130 data, but after using the remove
duplicates fCil. there are currently only 71,792 data ready to be processed. The data before and after the
preprocessing can be seen in Table 1.

Table 1. Data Preprocessing - Remove Duplicates

Row Attl Att2 Att3 Attd

no
1 2401 Borderlands  Positive Im getting on. ..
2 2401 B()rcmnds Positive [am coming t...

Before Prépr()ccssing (74139 cxamplés. 1 special attribute 3 regular attributes)

Row Attl Att2 Att3 Attd
no
71791 9200 Nvidia Positive Just realized..
71792 9200 Nvidia Positive Just like the ..

After Preprocessing (71792 examples, 1 special attribute 3 regular attributes)

Paper’s should be the fewest possible that accurately describe ... (First Author)
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Table 1 shows the preprocessing process to remove duplicate data so that the data to be processed is
cleaner. In the context of data processing, the "remove duplicate” step functions to remove identical or duplicate
entries or rows in the dataset. The main goal is to clean the data and prevent unnecessary redundancy, which
can affect the analysis and models built from the dataset.

2.2.2 Replace Missing Values

The next preprocessing stage is to replace empty feature values with certain vu. This stage is an
important step that must be taken so that all features are filled with all the required data. The following is an
example of data that will be processed by looking for empty values and replacing them.

Table 2. Data Preprocessing — Replace Missing Values

Rowno  Attl Att2 Att3 Att4
57 2410 Negative  Borderlands why does pra...
58 2411 Neutral Borderlands |
59 2411 Neutral Borderlands 2

60 2411 Neutral Borderlands
61 2411 Neutral Borderlands _45

Table 2 shows the arrangement of data and features in the dataset. There is a data section that is empty
and looks incomplete in the Att4 feature. This condition needs to be corrected by using the replace missing
value feature so that all empty data can be filled in.

2.3. Hyperparameter K-Nearest Neighbors (HKNN)

Hyperparameters are an important approach in machine learning because they can control algorithm
behavior and train training and significantly affect machine learning models[25]. When using K-Nearest
Neighbors (KNN), hyperparameters focus on parameters the user or researcher must define before the model
training process begins. These hyperparameters are not learned or adjusted by the model itself during training,
but they do affect the performance and characteristics of the KNN model. The following is the algorithm for
the K-Nearest Neighbors Hyperparameter:

1. Start
2. Input a dataset (training data), a list of k values to evaluate (k_values), and a list of distance metrics
to evaluate (distance_metrics).
3. Initialize the best_accuracy variables with 0, best_k with 0, and best_distance_metric with an empty
string.
4. For each k value in k_values, do the following:
a. For each distance metric in distance_metrics, do the following:
b. Evaluate accuracy using cross-validation by calling the cross_validation function with dataset, k,
arfeglistance_metric arguments.
c. If the resulting accuracy is higher than best_accuracy, update best_accuracy with that accuracy,
best_k with k values, and best_distance_metric with distance metrics.
Return best_k and best_distance_metric as the output of the algorithm.
The cross_validation function accepts a dataset, k values, and a distance metric as arguments.
Initialize a list of accuracy_scores.
For each data_point in the dataset, perform the following steps:
a. Separate data_point as test_point, and use another dataset as training_set.
b. Use the KNN algorithm by calling the KNN function with the training_set, test_point, k, and
distance_metric arguments.
c. Compare the label predicted by KNN with the actual label from test_point.
d. If the predicted labels are the same as the actual labels, add 1 to the accuracy_scores, otherwise
add 0.
8. Calculate accuracy by calculating the sum of 1's in accuracy_scores divided by the length of
accuracy_scores.
9. Return accuracy as the output of the cross_validation function.
10. The KNN function accepts training_set, test_point, k-value, and distance metric as arguments.
11. Initialize a list of distances.
12. For each training_point in the training_set, do the following :

NS
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a. Calculate the distance between test_point and training_point using the given distance metric.
b. Add the distance and label training_point to the distances list.

13. Sort the list of distances by distance ascending.

14. Get the nearest k labels from the distances list.

15. Use majority vote to choose the label that appears most often from k_nearest_labels.

16. Return the predicted label as the output of the KNN function.

17. Stop

2.4. Model Evaluation

Measurement of the performance of the resulting m( is needed in machine learning. Model
evaluation plays a special role in machine learning systems so that the user can ualte the model's
performance and determine how to improve it [26]. In this study, two ways were used to measure the
performance of the resulting model, namely by using measurement techniques:

2.4.1 Accuracy

In data mining research, accuracy mcalsurg]()w well a data mining model or algorithm can correctly
classify or predictresults. Accuracy is often used as ()ne()m most important evaluation metrics in data mining
because the accuracy of the model or algorithm can affect the quality of the results. Accuracy can be
formulated:

Accuracy = (TP + TN) / (TP + TN + FP + FN) (1

24.2 Classification Error

Classification Error (CE) is used to evaluate the quality of the classification model. The smaller the
classification error value, the better the classification na]elczm classify data correctly. CE is usually calculated
as the difference between the number misclassified data and the total data in the dataset. Classification error
is the inverse measure of accuracy in data mining. CE can be formulated as follows:

CE =(FP+FN) /(TP +TN +FP +FN) (2)
Wherfl):
TP is true positive, that is, the number of positive data correctly classified as positive.
TN is true negative, i.e., the amount of negative data correctly classified as negative.
FP is a false positive, i.e., the amount of negative data incorrectly classified as positive.
EN is a false negative, i.e., the number of positive data incorrectly classified as negative.

3. RESULTS AND DISCUSSION

Research on sentiment analysis on Twitter is often carried out using various approaches. This study
used the KNN approach with hyperparameter tuning to carry out the classification to obtain high-accuracy
results. Initially, this study used the KNN method by double preprocessing, namely by removing duplicates
and replacing missing values. However, the accuracy results still did not achieve maximum results. However,
ner using KNN with the hyperparameter tuning approach, the level of accuracy increases. The research results
before and after using the KNN method with hyperparameter tuning can be seen in Figure 2.

KNN Methods Comparison

100
> A
80

70

Accuracy Rate

KNN Hyperparameter Tuning-
KNN

Methods

Figure 2. KNN research comparison
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In Figure 2, it can be seen that the accuracy of the traditional KNN method reaches 85.15%. Otherwise,
by using Hyperparameter Tuning-KNN, the accuracy rate incnezmt() 98.37%. This research is also compared
with several other studies c(nucled using the KNN method. The results of the research conducted, when
compared with other studies, can be seen in Table 3.

Table 3. Comparison With Others KNN Research

Authors Datasets Accuracy (%)
Kaur [27] sentiment analysis of Twitter data 86

Rezwanul [28]  Sentiment analysis on Twitter 84.32

Stephen [29] amazon automotive product review dataset 85.53

Ours ~ Twitter Sentiment Analysis ) 98.37

Table 3 shows several comparisons of several studies conducted on sentiment analysis. Some
researchers @the KNN method to classify sentiment analysis datasets. Some researchers use the KNN
method, and the results shoffEfhat the proposed method has the highest§bcuracy 98.37%. As for comparison
with various other methods in Machine Leaming and Deep Learning, it can be seen in Table 4.

Table 4. Comparison With Other Methods

Methods Datasets Accuracy (%)

Logistic Regression [30]  News Headlines Dataset for Sarcasm

Detection 80
Random Forest [31] tweets dataset with sarcastic or non-

sarcastic labels 7944
SVM[32] Sarcastic tweets 74
Recurrent Neural
Network [33] Malayalam datasets 80
Proposed Method Twitter Sentiment Analysis 98.37

The information in Table 4 shows the researcher also used various methods to conduct research in
sentiment analysis. In table 4 shows the proposed method has an advantage in terms of high accuracy, namely
at98.37% and classification error 1.63% using KNN with hyperparameter tuning is better than other methods
such as Linear Regression, Random Forest, SVM, and Recurrent Neural Network (RNN). "& KNN with
hyperparameter tuning method performs better than other methods. The performance results of the
classification of the various methods can be seen in Figure 3.

Comparison of Sentiment Analysis Methods

120.00

98.37
100.00

74.00

80.00 79.44 80.00
80.00
60.00
40.00
20.00
0.00

Logistic Regression Random Forest ~ Support Vector  Recurrent Neural Proposed Method
Machine Network

Accuracy

Methods

Figure 3. Sentiment Analysis Comparison Chart
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KNN with hyperparamgZelis is a robust approach. It can be shown in Figure 3 that KNN with the
hyperparameter tuning method (the proposed method) has the best performance. The performance of KNN
with hyperparameters as seen in the red bar graph, with an accuracy rate of 98.37%, is better than other
methods.

4. COEEJLUSION

Research in the field of data mining continues to develop on a vari of topics. One topic that is often
researched is sentiment analysis. Various new methods have been created to impa the performance of the
resulting model. The machine learning and deep leaming approaches are popular methods that are often used
in sentiment analysis. Still, no model produces performance with high accuracy even though it uses a deep
learning approach. The KNN method, which is improved on the proposed hyperparameter tuning, produces a
high accuracy of 98.37% for classifying sentiment analysis compared to other methods. In future research,
Bidirectional Encoder Representations from Transformers (BERT) will be used in sentiment analysis research,
50 it 1s expected to produce a better model performance.
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