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Abstract— Oil palm gense can be identified by the
appearance of yellowish spots on the leal area. It causes a
decrease in the qualltd quantity of palm oil. Therefore, this
work has developed a method for leaf disease |dent|l‘catmn
using image processing to quantify the infected area’s pixels and
extract the color features. The region of interest (ROI) detection
initially performed by applying Otsu thresholding based on
L*a*b color space to obtain the sub-image called ROI image.
Afterward, pre-processing was performed by converting RGB
to several color spaces and using contrast stretching. The
features extracted the mean value intensity of each channel on
five ccﬂ' spaces and counting the pixel number of the infected
area. Those features were reduced using correlation-based
feature selectla(CFS) followed by k-nearest neighbors (KNN)
classification. The dataset used consists of 100 leaf images (50
healthy and 50 unhealthy). The method performance achieved
accuracy, precision, and recall of 99%, 98%, and 100%.

Keywords— oil palm; Otsu method; thresholding; feature
extraction; CFS; KNN

I. INTRODUCTION

Currently, image processing techniques in the computer
field have been widely applied in several areas. In Agriculture
field has been developed for various purposes, including land
control [1] — [3], fruit maturity classification [4], fruit quality
sorting [5], diseases control, and disease detection [6],[7].
Palm oil is a highly demanded plantation product. This plant
has to planted on suitable land since it may cause a destructive
impact on the surrounding environment [8]. Palm oil can be
processed into various types of products, such as soap,
shampoo, detergent, cosmetics, chocolate, oil, noodles, and
fuel [9]. Therefore, palm oil is required in large quantities and
even continues to increase every year. In order to produce
large quantities of palm oil, the plant must be protected from
disease. Oil palm discase mainly occurs on the leaves of the

plant. The common illness on oil palm leaves is curvularia leaf

spot [10]. The emergence of disease in plants should be
immediately identified; hence, prevention and eradication are
directly carried out to produce good quality palm oil.

Leaf disease identification using image processing has
been successfully applied to differentiate healthy and
unhealthy leaves. It developed to identified diseases in various
plants, consisting of wheat [11], tea [12], and oil palm [9],
[13]. In the previous works, supervised learning using several
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classifiers was apphed to detect leaf disease [2], [14] — [18].
1emlly, the main process lequued to develop it consists of
pre-processing, segmentation, feature extraction, and
classification [19]-[21]. In pre-processing, the tasks rhat were
usually performed include resizing [13], [20], converting
color spaces [9], [22], and Gaussian filtering [15].
Subsequently, popular segmentation methods were applied,
i.e., edge detection [15], [23], clustering [9], [24], [25],
thresholding [26], [27], and deep learning [28]. The features
extracted for the leaf object consist of color [16], [27], shape
[16], [20], and texture [9], [29]. Furthermore, in the
classification procdfE) methods that are often implemented
include KNN [20], artificial neural network (ANN) [30], and
support vector machine (SVM) [9], [13], [15].

Several previous works successfully detecting leaf
disease. Cucumber disease was detected using a sparse
representation classifier based on color and shape features.
Those features extracted in the leaf arca were segmented by
K-means clustering. The accuracy value achieved is 85.7% for
420 images [25]. Meanwhile, wheat leaf rust successfully
recognized by implementing Sobel edge detection in G
channel of RGB color space followed by noise reduction using
a flood filling algorithm. The experiment result obtained an
accuracy value of 96.2% [11]. In another work, Chimaera and
[hracnose diseases were detected using SVM classifier and
K-means clustering that performed to segment the leaf arca.
The average accuracy achieved is 95% and 97% for
anthracnose and chimaera, respectively [13]. Furthermore,
leaf disease detection using local binary patterns as the texture
feature combine with one class SVM as classifier was
developed and achieved an accuracy value of 95% [29].

This work focuses on developing the identification
methods of il palm disease to differentiate the plants into two
classes: healthy and unhealthy. The plant disease was
indicated by the appearance of yellowish spots on the leaf
area. The proposed method was developed xtracting the
color features and quantifying pixels of the infected area on
the leaf area that segmented using the K-means algorithm.
Furthermore, feature reduction was applied using CFS,
followed by implementing KNN classifier.

1L

The proposed method developed consists of several main
processes, including image acquisition, ROI detection, pre-

MATERIALS AND METHODS
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Fig. 1. An overview of the main process sequences in the proposed method

processing, features extraction, features sclmm, and
classification. The sequence of these processes is shown in
Fig. 1. Meanwhile, the details of each main process are
described in the following sub-section.

A. Image Acquisition

This process was carried out to collect a dataset consisting
of palm leaf images divided into two classes: healthy and
unhealthy. The discase that often appears on oil palm leaves
is curvularia leaf spot [10]. Therefore, the unhealthy class in
this work was limited to curvularia leaf spot disease. This
disease often appears during the growth period that indicated
by the appearance of yellow spots. The resulting leaf image
is 100 images consisting of 50 healthy and 50 unhealthy. The
resolution of these images is 5184 = [§f§6 pixels saved in
JPEG format. The leaves were acquired with a white artificial
background. These were captured using a smartphone camera
with an 18MP lens. The distance between the object and the
camera of + 20 cm with even lighting.

B. ROI detection

Initially, this process resized the original image of 5184 x
3456 pixels into 640 x 480 pixels as in [23], [31] to reduced
the computation time of the subsequent process. Furthermore,
the following process was implemented to form a sub image

that focuses on containing the leaf area as a regioffdf interest
(ROI) called the ROI image. The conversion of the RGB to
L*a*b color space is carried out on the resized image followed
byfresholding using the Otsu method as in [32) on b channe!
of L*a*b color space. Converting RGB to L*a*b color space
is computed based on (1) [32]:

L=0.2126R +0.7152G + 0.0722

a = 14749 (0.2213R - 0.339G + 0.11778) + 128 (D
b = 0.6245 (0.1949R + 0.6057G — 0.80068) + 128
Afterward, the boundary of leaf arca was set based on the
binary image resulting fiom the thresholding. Hence the
leaves have various widths; consequently, the size of the
resulting ROI image become varies as shown in Fig. 2(a).

C. Pre-processing

This work proposed the result of quantification pixel and
color as the features. Regarding the quantification pixel, this
process aims to make the infected area more visible clearly.
Therefore, converting RGB to YCbCr color space was
implemented, followed by applying contrast stretching on the
Cr channel. Meanwhile, related to color features, converting
RGB to four color spaces including L*a*b, HSV, YI1Q, and
YCbCr were carried out due to the features extracted from
each channel of those color spaces, including RGB. Convert
RGB to L*a* busing (1), while converting RGB to other color
spaces presented as follow.

* Convert RGB to HSV color space using (2):

B 0, B<G )
”‘{360—9, B>G

FIR=6) +(R-B)]

9 = cos
N\ x@R-6)"+ (R-B)(G - B]'~
0, max(R,G,B)=10
S = min(R,G, B) cherwi
- ma_x(R, G, B), otherwise

V = max(R,G, B)
e Convert RGB to YIQ color space using (3) [30]:

Y 0299 0.587 0.114 ][R (3)
I|= {0596 —0274 -0.322||G
@l loz11 -o0s523 0312118

e Convert RGB to YCbCr color space using (4) [30]:

Y 5 65481 128553 24966 |[R (4)
Cbh|= 15|+ |-37.797 —74203 112.00 ||G
Cr 15 112.00 -93.786 -18.214l1B

D. Features extraction

In order to yield the pixel number of the infected area, the
ROI image (Fig 2(a)) in RGB convert into YCbCr color space
as shown in Fig 2(b). Subsequently, thresholElz based on Cr
channel (Fig 2(c)) of YCbCr color space was applied using the
Otsu method. The aim of thresholding to formed the binary
image containing the white pixels that indicate an infected
area. Afterward, morphology operation, including opening
and closing, was implemented to discard the healthy area
classified as an infected area (Fig 2(d)). Furthermore, the
quantification pixels of the infected area where applied. The
resulting feature is called the QP feature, representing the
number of white pixels that indicate the infected area. The
image of the results of each process to obtain the infected area

422
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Fig. 2 The resulting images of each process: (a) ROl image; (b) YCbCr
color space; (¢) Cr channel; (d) thresholding and morphology operation

is presented in Fig 2. Furthermore, the color features ob§lfled
based on the mean (u) value of each channel from RGB,
L*a*b, HSV, YIQ, and YCbCr color spaces. The pof M x N
pixels image was generated using (5):

1
= WE?L 7=1Pijs (5)

where Py is the value of intensity on row j and column i.
Therefore, the total number of features produced was 16
features. The example of feature extraction results in a healthy
and unhealthy leaf image, depicted in Fig 3.

E. Features selection

In this work, two feature selection methods, namely CFS
and principal component analysis (PCA) were performed as in
[35]. These methods have been widely used and successfully
applied in various fields: CFS [34], [35] and PCA [14], [20].
The comparison of resulting features without and with
applying the feature selection method (CFS and PCA) is
summarized in Table 1. Table 1 shows that CFS is able to
reduce features by more than 50%. The number of features
produced using CFS and PCA is 7 and 11, respectively. The
result of feature selection shows that not all channels in each
color space are selected. It indicates that unselected color
channel was not a discriminatory feature; therefore, it was not
considered an essential role in the classification process.

TABLEIL.  THERESULTS OF FEATURE SELECTION WITHOUT AND WITH
FEATURE SELECTION METHOD CFS AND PCA
Feature Number of Features
selection features
method
Without 16 QP, pR, pG, uB, pL, pa, pb, pH, 8,
pV, pYL, pl pQ, pY2, uCh, pCr
CFS 7 QP, pR, pA, pH, uS, pl, pCr
PCA 11 pl pCr, pR, QP, pB, pQ, puYl, pY2.
WG, pA, pL

Healthy:

QP=35,

pR=152.9, nG=167.2, pB=153.
uL=66.2, pa=8.1, pb=6.3,
pH=0.4, p8=0.1. pvV=0.6.
pY1=0.6, pI=0.1, pQ=0.1,
pP¥2=154.6, pCb=123.9, pCr=1
Unhealthy:

QP=13014,

pR=183.6, pG=171.6, pB=131
pL=70.1, pa=1.1, pb=22.7,
pH=0.2, u8=0.3, pv=0.7,
pY1=0.7, pI=0.1, pQ=0.1,
NY2=162.5, nCb=108.6. uCr=1

Fig. 3 The example of the features extraction result

F. Classification

The final process applied four classifiers to determine the
resultant feature sets according to the class they belong to,
including healthy or unhealthy. In this work, the four
classifiers employed were KNN, Naive Bayes, decision tree,
and SVM as in [15], [20] because these classifiers have been
sucm;fully implemented in various cases.

e K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a practical classification
method. In order to determine the predicted class of test data,
the calculation of the distance between the feature set from the
training data and the testing data has to perform. According to
the class from the training data (x), the predicted class is
obtained, which has a minimum distance against the testing
data (). In this work, the Euclidean distance (d) applied using
(6) [15]:

ng= Z:'LZ::'L(xi_yi)z ©

where m is the number of training data and » is the number of
features.

e Naive Bayes

Naive Bayes is an algorithm that is considered simple
because it assumes that the feature value of a class does not
depend on the feature value of another class which is called a
conditionally independent class. The principle of the Bayes
theorem 1s defined in (7) [20]:

_ P(XIH)P(H) (7
P(H| B 59)
where P(H) is the prior probability of class (target) and P(X)
is the prior probability of predictor. Meanwhile, P(H|[X) and
P(X|H) are the posterior and the likelihood, respectively.

e Decision tree .
5

In this method, the construction of a classification model
based on the tree structure divides all feature sets into minor
feature sets, and then the tree is gradually developed. The final
result is a tree with a decision node having the features
extracted from the leaf nodes, and the class determines based
on these leaf nodes. The decision tree construction aims to
obtain the feature that returns the highest information gain.
Information gain is defined using (8) [20]:

GEEY 4. B) = Entropy(4) — Entropy(A, B) (8)
e Support Vector Machine
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Support Vector Machine (SVM) is one of the popular
supervised learning methods. It works in the non-linear
transformation to form the optimal hyperplane by separating
negative and positive classes based on the maximum margins.
The utilization of a kernel function is intended for the data
transformation into higher dimension space. It operates on the
points which lie nearest to separating hyperplane points. A
non-linear support classifier 1s formed by replacing the
product (x, y) with K (x, y). The membership of x was
determined using (9) [20]:

j
f(x) =sign (Z a;yiK (xix) + b)
i=1
III. RESULT AND DISCUSSION
In this woE)the method performance of oil palm discase
identification was evaluated using three parameters: accuracy,
precision, and recall. These parameters indicate the robustness
of the method against the dataset used. All the parameters
were computed as follow (10) [20]:

9

Number of correctly identified images
Accuracy = - * 100
Total number of images

¥ True Positive 00 (10)

Precision =
Y Predicted Condition Pasitive

Recall = ¥ True Positive % 100
eea ~ ¥ Condition Positive

The method evaluation is carried out by implemented
several testing scenarios. Four classifiers, including Naive
Bayes, SVM, KNN, and the decision tree, were tested using
different feature sets produced without the feature selection
method, also using feature selection (PCA and CFS) shown in
Table 1. Classification is done using k-fold cross-validation
withk =5 as in [20]. This method was ifBlemented using 100
images (50 healthy and 50 Unhealthy). The evaluation results
based orfffdk value of accuracy, precision, and recall was
depicted in Fig. 4 (a), (b), and (c). Fig 4 shows the highest
accuracy generated using the KNN classifier, achieving 99%
with 11 and 7 features produced using PCA and CFS.
Conversely, the lowest accuracy is 9 produced by a
decision tree using 16 features without applying the feature
selection method. Based on these results, the appropriate
method to applied in this work is the combination of CFS and
KNN. Since these methods were able to produce the optimal
accuracy values using a small number of features than
implementing the PCA and KNN methods.

Meanwhile, the resulting precision value achieves 98%, as
shown in Fig4(b). It indicates that there is a misclassification,
where the healthy image is classified as unhealthy. There are
50 unhealthy images, but the classification results obtained 51
unhealthy images. This condition is known as a false positive
error. Furthermore, the achievement of the recall value is
100% which is shown in Fig 4(c). It shows that all the
unhealthy images (50 images) are classified correctly. Based
on the resulting precision and recall values, it shows the
number of images that were misclassified.

IV. CONCLUSION
Oil palm disease usually appears on the leaves. It causes
the quality and quantity of palm oil produced to decrease.
Therefore, the disease needs to be idéified early; hence its
preventing can be carried out. The aim of this work is to
develop methods for discase identification of oil palm leaves.

424

T8 method applics RO detection using Otsu thrcshc]dmg on
b channel of L*a*b @lor space, followed by pre-processing,
which implemented the conversion of RGB to L*a*b, HSV,
YI1Q, and YCbCr color space. Afterward, Feature extraction
by quantitating the pixel number of the infected arcfflind
computing the mean value of each channel from five (RGB,
L*a*b, HSV, YIQ, and YCbCr) color spaces were applied.
Subsequently, the CFS was implemented in feature selection,
followed by performing the classification using KNN. This
work achieved the highest accuracy value of 99%, indicating
the method performance based on 100 images (50 healthy and
50 unhealthy). For future work, the identification method of
leaf disease still has the possibility to be developed widely to
improve the achievement of the accuracy value or carry out
the disease grading.
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Fig. 4. The identification results of oil palm leaf disease based on the
value of: (a) accuracy; (b) precision; (c) recall
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